ISOLATED FLUID OXYGEN DROP BEHAVIOR IN
FLUID HYDROGEN AT ROCKET CHAMBER
PRESSURES

K. Harstad and J. Bellan
Jet Propulsion Laboratory
California Institute of Technology
Pasadena, CA. 91109

Abstract

A model has been developed for the behavior of an isolated fluid drop of a single compound
immersed into another compound in finite, quiescent surroundings at supercritical conditions.
The model is based upon fluctuation theory which accounts for both Soret and Dufour effects
in the calculation of the transport matrix relating molar and heat fluxes to the transport
properties anti the thermodynamic variables. ‘The transport properties have been modeled over
a wide range of pressure and temperature variation applicable to I.O, — H,conditions in rocket
motor combustion chambers. The equations of state have been calculated using a previously-
derived, computationally-e fficient and accurate protocol. Results obtained for the 1,0,-- H,
system show that the supercritical behavior is essentially one of diffusion. The temperature
profile relaxes fastest followed by the density and lastly by the mass fraction profile. An
effective Lewis number calculated using theory derived elsewhere shows that it is larger by
approximately a factor of 40 than the traditional I.ewis number. The parametric variations
show that gradients increasingly persist with increasing fluid chop size or pressure, and with
decreasing temperature. The implication of these results upon accurate measurements of fluid
drop size under supercritical conditions is discussed.

1. Introduction

Liquid rocket. engine design is not amature technology in that the issues of reliability and efficiency
are unresolved. Current designs are still based upon empirical knowledge and theory that does
not portray the complexities of the physical processes and of the environment inthe combustion
chambers. The extensive review on liquid propellant, rocket instabilities compiled by Harrje and
Reardon [I] more than twenty years ago remains the base of rocket design despite the increased
understanding that many of the approximations made in performing the calculations compromise
the validity of the results.

One of the foundations of liquid rocket instabilities is the theory of isolated chop evaporation
and combustion in an infinite medium (1], [2]. The early version of that thcory was based on the
assumption of quasi-steady gas behavior with respect to the liquid phase, an assumption strictly



valid only at low pressures where the liquid density is three orders of magnitude larger than that
of the gas. Recognizing that at the elevated pressures of liquid rocket. chambers the liquid density
approaches that of the gas, the gllasi-steady assumption was relaxed in other investigations [3], [4],
[5], [6], [7]. However, it is only recently that the description of the full complexity of combustion
chambers processes was undertaken; this includes not only the complete unsteady treatment of the
conservation equations but also appropriate equations of state with consistent mixing rules and
transport properties valid over transcritical/supercritical conditions.

‘The discussion below emphasizes the LO, system because its behavior sometimes contrasts
with that observed for hydrocarbons as noted by Chesnauet a. [8]. Therefore, the results of many
interesting studies in the context of Diesel engines or high-pressure gas turbine engines will not be
discussed. Such a discussion appears in the review of Givler and Abraham [9].

Yang et a. [10] described the vaporization of a liquid oxygen drop (LO;)in hydrogen over a wide
range of pressures. The model includes thermodynamic non-idealities, variable properties and the
assumption of liquid-vapor phase equilibria. The Soret term accounting for species transport due
to thermal gradients and the Dufour term accounting for heat transfer resulting from concentration
gradients are neglected. In the side of the drop boundary containing hydrogen, the Soave-Redlich-
Kwong (SRK) equation of state (FOS) is used to calculate the compressibility factor while the
density of in the LO, side of the boundary is given by curve-fitted experimental data.The thermal
conductivities and heat capacities are correlated as functions of density and temperature, the liquid
cliff 1sivity is estimated following Scheibel’s [1 1] procedure, and the binary diffusion coeflicients are
calculated following the corresponding states method of Takahashi [12]. Calculationsare initiated
with a drop at subcritical temperature in surroundings where the pressure and temperature are both
above the critical point; once the drop surfacetemperature reaches the critical point, the assumption
is made that it iS this surface that continues to define a gas/liquid interracial boundary and thus
it is its motion that defines the chop regression rate. This surface tracks thusthe progression of
a liquid entity composed of both 1O, and hydrogen in contrast, to the pure LO, drop. Plots of
the temperature, mole fraction and density all show steep gradients around what is presumably the
interface (the interfacial boundary is not indicated on the curves). Because the radial coordinate is
logarithmic, it is impossible to compare the: detailed evolution of the heat versusthe mass transfer;
however, plots of the Lewis number show that it reaches values at large as 1.9 on the hydrogen
side and 1.3 in the LO, side. The results snow tile increasing importance of hydrogen diffusion
into 1O, and the increase in vaporization rate with increasing pressure. Surprisingly, the results
show that the classical, quasi-steady-derived D?--law [2] remains valid for al pressures (5-250 atm)
and drop diameters(5x 10°-300 x 10 ®m).Hsiao et al. [13] extended the study of [1 O] to include
convective effects. In this new version, the Benedict-Webb-Rubin (BWR) EOS in conjunction with
anextended corresponding states principle, replaces the SRK EOS for the purpose of achieving
higher-accuracy density predictions and the corresponding states principle is applied to calculate
transport properties. Results from the calculation show that the interface defined by the critical
temperature deforms and stretches throughout the drop lifetime presenting a convex surface to the
incoming flow. The motion of the drop is defined by the mnotion of its center of gravity and a drag
coefficient is calculated.

The model of Delplanaque and Sirignano [14] is similar to that of [10] in that Soret and Dufour
effects arc neglected and phase equilibrium is assumned; additionally, since the calculations are not.
pursued beyond the drop surface reaching the critical point, the mixture is approximated by a gas
with mixture-averaged properties. The Chueh and Prausnitz [15] version of the Redlich-Kwong
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(RK) EOS is used and the thermophysical and transport properties are correlated from data with
no correction for real gas behavior. The diffusion coefficients are calculated using dilute gas theory
and it is uncertain whether the discussed high-pressure effects [16] are included. The liquid density
is evaluated using the Hankinson-Brobst-Thomson method [1 6]and the isobaric heat capacity is
obt ained through an ideal gas correlation [16]. Since there is a unique relationship between heat
capacities and the enthalpy as expressed by the KOS, it is not clear that this thermodynamic
relationship is satisfied by this procedure. Results from the calculations show that the O, drop
surface reaches the critical temperature in a time much smaller than the characteristic thermal
diffusion time.

More recently, Haldenwang et a. [17] constructed a model similar tothose in [10] and [14],
but identified the drop surface with the location where thermodynamic equilibrium occurs. The
RKSEOS is used in the model and C), is estimated independently of the EOS, possibly introducing
inconsistencies in the thermodynamics. The binary diffusion coefficients were calculated through
empirical correlations [16] in liquids and dense gas, and the thermal conductivity was calculated
using standard mixing rules and experimental data for pure substances. In this study, the subcritical
regime is defined as that for which the mass fraction at the surface remains higher than that
corresponding to the value for which the surface temperature is the critical temperature during
the entire drop lifetime. With this definition, the evolution of a LO, drop initially at 100K in
surroundings at 1000K and 8MPa is classified assubcritical behavior alt hough obviously there is no
material drop surface at those conditions. Calculations performed with different thermodynamic
properties yield results qualitatively similar but quantitatively different.Just as in [10], the D? - law
remains valid both is the subcritical and supercritical regimes. Comparisons with the microgravity
observations of Sato [18] for n-octane show similar trends: the drop lifetime decreases with increasing
pressure in the subcritical regime and increases with increasing pressure in the supercritical regime.
"1'oevaluate the impact of the assumed interface location (at the critical temperature [10] versus the
saturation temperature [17]), results are presented with the model of [17] using each assumption,
and they are further compared with those of [10]; although there is qualitative agrecinent between
the drop lifetime versus the reduced pressure curves found by the authors using each assumnption,
their variation is not similar to that of [10]. A further detailed evaluation of theinfluence of
the interface definition reveals that, in contrast to the situation when the interface is located at
the critical point, an increase in radius is obtained in the transcritical regime when tile surface
i s assumed to be at thermodynamic equilibrium. This eftect is attributed to the increase in the
difference between equilibrium rim.%’ fraction and critical mass fraction with increasing pressure.
The obvious conclusion from this study is that it is not only the conservation equations, FOS, and
transport properties that must be accurately modeled, but also the interface processes.

Haldenwang et a. [17] aso note that the results of [1 O] and [14] for identical conditions have
more than one order of magnitude discrepancy, and that their own results do not agree with those
of either one of these studies; this indicates that it is only through comparisons with experiments
that the cause of the difference could be resolved. However, experiments with 1,0,-- hydrogen
combinations are prohibitive y expensive because of the associated safety aspect. Additionally,the
interpretation of theresults is not straightforward as will be discussed below.

Circumventing the difficulty of L O,in hydrogen and that of very high pressurcs, Chesnau et
a. [8] present a set of experiments for LO, evaporation in air, nitrogen and hcliumat 0.1 MPa
and 3 MPa. Since the data was acquired through imaging, the drop swrface is a measure of steep
density gradients. The data shows that at 0.1 MPa, the D?— law is validated within therange of
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experimental error. In contrast,, at 2 MPa the slope of D? changes with time, which is documented
as an unsteadiness in the evaporation constant; this unsteadiness increases with increasing pressure.
These observations seem to disprove the previous theoretical predictions of theID? —law holding over
the entire subcritical range. More recently, Chauveau and Gokalp [19] acquired data for LO, in
helium at up to 65 bars under gravity conditions. The drop was suspended from a fiber, indicating
that it was not pure LO, which becomes super critical (and thus has zero surface tension) at 5.043
MPa. Both sets of data show that the evaporation rate increases with increasing pressure, unlike
the data of Sato et al. [18] for n-octane and that of Chauveauet al. [20], [21] for n-heptane
and methanol showing a minimum in the evaporation rate at the critical point.Chesnauet al.
(8] attempt, to explain the difference between the variation of the evaporation rate of LO, and
hydrocarbons with pressure on the basis of the reduced temperature in the drops surroundings
which in their experiments was supercritical for LO; but subecritical for the hydrocarbons. This
explanation is not convincing since the data of Sato et a. [18] was acquired for burning n-octane
drops and therefore at supercritical surrounding temperature since the critical temperature of n-
octane is 570 K. Therefore, the qualitative agreement between Haldenwang et al. ‘s drop lifetime
variation with pressure for LO, [17] and the observations of Sato et al. [18] is suspicious and may
indicate a flaw in the model rather than a validation of the model.

The above discussion shows that there is till a wide gap between the current modeling capability
of L O, dropsin hydrogen and that necessary for advancingthe state of the art in liquid rocket
motor design. The model presented below constitutes an improvement over the existing models in
that it includes Soret and Dufour eftects, and thermodynamic nonequilibrium between phases, none
of which were included in [17], [1 O] and [14]. Thissct of conservation equations and a kinetic law
(equivalent to the Langmuir-Knudsen law that is valid for liquid evaporation) derived here for dense

gas are coupled with accurate EOS’s and transport coefficients over the subcritical/supercritical
range for both LO, and hydrogen. The model used for the EOS’s has been described in detail

elsewhere [22]; these EOS'S are obtained by curve fitting data and further extrapolation using the
concept of departure function [16]. The importance of Soret and Dufour eftects is the subject of
discussions in Harstad ancl Bellan [23] while the thermodynamic equilibrium assumption is shown by
Bellan and Summerfield [24] to be unrealistic in certain situations even under subcritical conditions.

2. Model

The model of the conservation equations is based on the: fluctuation theory of Keizer [25], also
described by Peacock-Lopez and Woodhouse [26]. The advantage of this theory is that it inherently
accounts for nonequilibrium processes and naturally leads to the most general fluid equations by
relating the partial molar fluxes, J ;, and the heat flux,¢’, t 0 thermodynamic quantities.

2.1. Conservation equations

In general form, the conservation equations arc:
-continuity

p ,Olpug)
at al‘ﬂ
where the conventional index notation for expressing derivatives and sums apply.

=0 (2.1)



-momentumn conservation on the « direction

O(puq) N d(puaugp) N Op  OTap
ot Ozg Or, Oxg
where Tog = Nmiz [(Oua/0z3 + dus/dz,) - (2/3) 8ap0u,/0x,] is the stress tensor in which dag is a

tensor having unit diagonal, its other components being null.
-species conservation

(2.2)

Opi  O(piug + myJig)
at a:l;ﬂ

=0 (2.3)
-enthalpy equation

d(nh)  O(nhug) Op dp  Ogp
Ly, 2.4
T TP TR I P @4)
where &, = 7,30u,/0zg is the vmcouq dissipation and n=p/m.

Fluctnation theory relates J and ¢ to the transport matrix L through

N
‘] 2 quvﬁ LLIJ B/l )v q - quVﬂ ZLQJ ﬁ/l]) (2-5)

Here L;; are the Fick’s diffusion elemcnt,s, Lyq is the Fourier thermal diffusion element, 1.54 are the
Soret diffusion and Lg; are the Dufour diffusion elements and 8 = 1/(R,T). The Onsager relations
state that Lq; = Lﬂ and qu = qu Additionally, conservation of ﬂlu\m and mass in the system
imply that >N m; J ;= 0 and S°N Lz]mlw O for j€ [1, N]and j =q.

Using the thermodynamic relationship

N-1
d(By;) == B(u;dp -- hydInT) + L ap;idX;)/X; (2.6)
where
Qg == ﬂXiO/z‘i/BXj = c')Xl/OX] + X;01ln 'Yi/an (27)

—
one can calculate 3, from 2.5 and 2.6.

In general, this formaism proceeds with the definition of asymmenx( matrix whose elements are
the pair-wise mass difftision coefficients for the mixture Dmm, and an antisymmetric matrix whose

elements arethe thermal difltision factors a(jj). For a binary mixture, this formalisin simplifics
considerably to yield

T = (ma/m)(J, -t X1 X2a9mD,,Vin L)) (2.8)

D,, = L (m/7712)2?’/(X1X2) is a mass diffusion coefficient, ag = (Li,/L11)Bmy/m is the ratio
between the thermal and mass diffusivities, and

T = nDp{apV Xy + Blmima Xy Xo/m)[(v1/my — va/ma)Vp + (ha/ma — by /my)VInT]} (2.9)
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According to Eq. 2.7 ap = 1+ X(0In~v,/0X,)s,, where from the Gibbs-Duhem relationship

Gprr = Gp22=-—ap12 = —an21 = ap. Farther, Eq. 2.3 can be simplified to yield
DX, m — DX,
ZAL V-J,=— :
Dt Mo ! Dt (2.10)

where DX, /Dt = 0X, /0t + ugdX,/0x5, and X,=moYi/[my + (M2 — m;)Y1]. Combining Egs. 2.4,
2.8 and 2.9 one obtains

nC’p%—f— = avT%]t3 ~ V¢ + &, +my(hy/my — ha/ms)V 71 (2.11)
where «, =[(0v/dT), x, /v and
T = —(arRaT) J o — AVT (2.12)

Consistent with the previous definitions, A = GLg,/7" .

2.2. Boundary conditions

Boundary conditions must be applied at three different locations: the fluid drop center, the interface
which is initially between the pure L0, drop and the fluid, and the far field. In this model, the far
field is set at a finite location, which is a muiltiple of the initial fluid drop radius, from the initial
interface. Consistent with previous terminology from subcritical theory [27], this far field location
is called theedge of the ‘sphere of influence’ and is located at Ry;.

At the center of each entity, spherical symmetry conditions prevail, whereas at the edge of the
sphere of influence known conditions apply.

The conditions at the interface express not only conservation of mass, species, momentum and
encrgy, but also nonequilibrium evaporation and solvation. Initially, LO, exists for r < Ryand the
superscript L is used in this side of the interface. Att =- O, a fluid that is primarily H, surrounds
the drop and the superscript G is used for » > fl4. In contrast to the purely subcritical situation
[27] where the interface is well defined by a surface where there is a sharp change in density, here
them is an arbitrariness in defining an interface that should be followed in time. As we show in the
Results section, the gradients of the mass fraction and deunsity do not coincide, so that following
the pure drop interface is not equivalent to following the maximum density gradient which is what
is optically detected. Since at supercritical conditions the physical phase change interface docs
not exist, we are free to choose an interface that we want to follow. Ultimately, under subcritical
conditions the choice has to be consistent, with the purely subcritical theory.

Since previous results have shown that nonequilibrinun effects can be important. [24], we do not.
make the assumption of equilibrium evaporation utilized by all other investigators (c. f. [17], [10]
and [14] ). The equilibrium evaporation essentially specifics the mass fraction in the gas side once the
mass fraction in the drop side and the temperature at the surface are known. The small characteristic
time of thermodynamic equilibration introduces another complication in the boundary conditions
because it renders the equations very stiff. Nevertheless, nonequilibrium must be considered since
there isno physical justification for equilibrium.

Simple accounting of unknowns at the interface yields: up and uy'; X1 and XG; ol and p5's Ra;
[“,; and py. The interface unknowns are determined from the jump conditions inthe conservat ion of
mass density, mass fractions, momentum, and energy; by their very nature, these are computed at
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the numerical-cell boundary. The interface variables are related by conservation st atements tothe
variables at aclj scent nodes located at numerical-cell centers. Viscous effects are neglected because
they arc generally very small; so are Ma effects. Since the pressure is mainly determined by its
far field value, the momentum equation at the interface determines only the very small pressure
perturbation.

In mathematical form the conservation statements atr = 4 are:

-mass balance

Wc define a mass emission flux, Fi,,s = - (1/A,)dM/dt that is consistent with Fopso= pf(uf —
dRq/dt).
-heat balance
4y = arp =~ {[h5 + (' = W) X3 /m — [hg + (' = hg) K]/ m "} s (2.14)

where hG = hi (o, Ty, X5) , Rt I=h; (po, T, XE5)and A hl is the heat of evaporation whereas
WS - bl is "the heat of solution,

- balance of species 1 flux
my (Jlrb ‘]]rb (}/1 = }/G)}ems (215)

-nonequilibrium evaporation law
Calculating the fluxes at the molecular level, one obtains

1 N Y G
Foms = 21‘2 [“ajmjuﬂ'j('”gc‘,'equiz "Ny )] (2.16)
7= 4,

where n] equit Sare caculated from thermodynamic relationships [15] and uzjis the mean molecular

velocity crossingaplaneinonedirection. The expressions for 77§€quzl ‘S are

nCeguit = [(XTirli G Voot (T0)/(ZC RT3 Pl (R,
lequil = 1416716 %,sat/%,b)%at,l( b)/(Z7 R T3)] exp( [v1/(R.T)dp

Psat,1

77g’equzl {Pb XZb’YQb CXP[(/‘Q - /‘ )/(R fb)]}/(ma’)ﬁ)
where 7¢ = pu/(RT).

‘1’0 calculate the unkuowns from the interface jump relationships we procecd as follows: v} is
calculated through the continuity equation in the drop, ps is given by the far field value and a
perturbation calculated from the momentum equation, pp and p§ are calculated from the EOS’s
once Ty, X% and X§ are known, and Hd is calculated from the relationship relating it to Fe.s.
‘1’here remains to calculate (Thy ,Fe,,Ls,le,X "and 7. That means that we need to calculate five
unknowns from four equations; the degree of arbitrariness in choosing the interface location alows
to close the system of equations.In our calculations, X{; is specified by the additional use of the
species 1 equation in an inner layer at the drop surface. This choice resultsin Ity following the
regression of the initially pure LOg;in the spatial region wherer is slightly greater Ry, the mass
fraction of H; is very small.



2.3. Transport properties
2.3.1. Viscosities and thermal conduct ivities

Generic plots of viscosities and thermal conductivities versus T /7, are very similar [16]. Inthe low
p (ideal gas) regime they exhibit an increase with 7', while at high p they exhibit, a decreascinthe
low 1" regime until a minimum is reached followed by monotonic increase at high 7'/7.. In the high
(I"ITC, p/p.) regime, an asymptotic behavior exists for al curves. This variation suggests a protocol
for correlating 7; (T, p) and & (7', p): first we correlate the values in the low p limit as a function
of 7', then we create an excess function by subtracting the low p function from the high p data,
and finally we correlate the high p data versus (T, p). The oxygen thermal conductivity obtained
through this procedure is depicted in Fig. 1 and shows good agreement with the data represented
by the circles.

The individual components properties are used with the corresponding states formalism of Teja
and Rice [16] to calculate the mixture properties. his procedure uses averaging with weighing
factors which are quantities that are functions of critica properties of each component, Thus

In| ,,mnmn] = zX Infe 7)1 Infe ,,'}BT/\,,M = ZXi 111[61(»/\))\1-] (2.17)

where 55” c,,w /(m R,1.:)°° ancl 59): Cw [m /(R 17.)1°° with ¢, and ¢, being constants Of
value near unity. The values of 7; and A; are caleulated at Ty = 7Ty /Temiz) and p; = p(pei/Demiz)
where Topmiz = Yo X X5 et (Ve /Vemir ) Tty = (LT3 (1= ki), veiy = (0 4 00°)2 /8, vemir =
32 XiXjUeizy Pemiz = Zomis(BuTemiz [Veniz), a0 Zegniz = 32; XiZei. The (,onst,ants k;; depend on
the mixture and are tabulated [16)].

To calculate the thermal diffusion factors, we usc an expression derived for gases and small

(m; — m;) by Hirshfelder et al. [28]

af;,f) = ep(m; — m;)/(m, + m;) (2.18)

where €7 is dependent only on 7. According to Bird et al. [29], a(]) is almost independent of

concentration for gases. No formalism for calculating oij) for a general fluid exists to our knowledge.
In all results presented here ey is taken constant and oy = 0.05. Results from calculations with ap
values of 0.01 and 0.0 at several supercritical pressures are discussed in Harstad and Bellan [23].
Examination of these results shows that they areinsensitive to the value of oy for the compounds
considered and in therange of parameters investigated.

2.3.2. Diffusion coefficients

There are four steps in the calculation of the binary diffusion coeflicients: First the binary infinite
dilution coefficients for a gas are calculated using the formalism of Bird et al. [29]. Second, the
infinite dilution coefficients for a liquid are calculated using the formalism of Tyn and Calus [30].
Third, the infinite dilution coefficients for the gas and liquid are combined through an interpolation
to yield the infinite dilution coeflicients for a binary mixture in both subcritical and supercritical
regimes. Fourth, the corresponding states formalism of Teja and Rice [16] is used to calculate the
binary diffusion coefficients from the binary infinite dilution coefficients. These formulations are
presented briefly below:



1. Infinite dilution coeflicients for a gas. According to Bird et a. [29], for a binary
mixture where component 1 diffuses into component 2,in tile limit X1 + O,

2 RULT v
Dyy=—-y|———— 2.19
273 V2729 NaQh2 (2.19)

where, following corresponding states arguments [29]

Q2 > lerlea (1) 5(Tw) (2.20)

in which T = T/\/TaTe and I, = (vcj/NA)1/3(:}1a1'act,eri7,cs the molecular separation length at
the critical point,. In the limit Tr << 1, S(Tr)= 0.323 [29]. The general functional variation of
S(T'r) obtained by fitting experimental data is presented by Reid et al. [16] for 0.139< Tx < 6.2
the curve is here fitted by S(T) = 0.426 — 0.1741 InTy — 0.04656(111 T')? 4 0.03447 (In7%)3. For
Tk <0.139, S(Tr)= 0.3234 is used, whereas for 1 >6.2, S(Tr) = 0.16272 (which is the value at
T = 6.2) is used.

2. Infinite dilution coefficients for aliquid. The Stokes-Einstein formula calcu-
lates the mobility of a molecule assuming that it behaves as a sphere in a slow flow, and thus
that its motion can be described by the combined effect of inertia and Stokes drag. The result
is that themolecule appears to diffuse through the flow with an effective diffusion coeflicient that
is related to the medium viscosity. If one imagines this molecule belonging to component 1 and
the medium being the pure component 2, one obtains the infinite dilution diffusion coeflicient for
liquids

R, T
N,\Thl’l
where the characteristic molecular scale length iSl;:47rd1~ The Eyring theory combined with data
correlating an activation energy to the latent heat of evaporation provides the means to calculate
the viscosity 72 [28]. In Eyring’s theory, an activated state is defined as that having tile longest
characteristic time for a process; in the context of molecular motion, it isthe time necessary for
a molecule to jump from one site to another assuming that theliquid has a lattice-like structure.
Since the bonds between molecules are also those necessary to break duringevaporation, it is natural
to relate the free energy of activation to the enthalpy of evaporation (see Birdet al. [29]). The
combined result is

1)12 —

(2.21)

T2 o~

l‘ Gy i
@ exp|Ga/ (R, (2.22)

where Gy = AGy — RT 111[12\/27”712]5117_'/(% NA)L AG, :0'408(Ah2,euap - R, ) evalnated at
T =Ty, and lp = (v2/Na) 1/3 The value of diis provided by the Tyn and Calus formula [30], [16]
based on thetheory of corresponding states; in microns, the result is

Ol 0.15 20433
dy= 1.23 X 10‘4< L ) ( ;»gg) (2.23)

T2.nb Vo nb

3. _Infinite dilution diftusion coefficient for a fluid. The forms of FEgs.2. 19 and 2.20
for a gas, and the combination of FEqs. 2.21, 2.22,2.23 yielding D12 suggest the form of the expression
for a general fluid:
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Dy = ur2(13/0) fra (2.24)

where f12 is an extension function from the gas to the liquid behavior. From the results of Bird et
a. [29], it may be inferred that for a liquid

rs = \[ A expl- Gl (1T (2.25)
where G,is positive. For a gas,the same formula applies with G,= O. Both behaviors are captured
by replacing G,by max(G,, O) in Eq.2.25. Function f12 is chosen to insure that the gas and liquid
expressions for D12 are recovered: since f4¢ = 1, whereas J{sa9) o1 pecaise both veand I, are

large, an interpolation between gas and liquid values is appropriate. Thus

(9as) 2 [T mm (Ll ) SR
12 3 1+ my <Tjﬁ) Tk ‘
fl{l“ld) =maz(1, f°)

f1(2m = 1

Frrors of 10'%0-30% or more may be expected in the fluid regime. However, no practical theory
that is better for calculating infinite dilution diffusion coefficients for a genera] fluid is available.
4. Mixture binary diffusion coeflicients for a general binary fluid. The correspond-
ing states formalism used by Teja and Rice [16] for calculating diffusion coefficients yields

D - D - D
ln[sgmg.]),,m] =X, hl[eg )Dgl] + Xa Iu[eé )Dlg] (2.26)
where eg-D) = 1)&1/3 \/;Lj/(Ruf?Lj). Equation 2.26 is the final expression for binary diffusion cocfficients

for a general binary fluid. An example of the calculation using 2.26 appears in Fig.2.

3. Numerical method

As mentioned above, Ma <<1, and thus the pressure is calculated as p(r,t) = pm(t) + p (r,t) where
pm(t) is specified and p (r,t) is a small perturbation calculated from the momentum equat ion.

The equations are recast in aconvenient form for numerical analysis as follows: The density
derivatives inkq. 2.1 are replaced using the relationship

[\’

d 1117) = —a,d1' + kydp + Y _(mj/m - v;/v)d X, (3.1)
1

where kp = — (1/v)(0v /Op)7 X, is the isothermal compressibility. Combining Eq. 3.1, 2.1, 2.10 and
2.11 yiclds

_ Dlnp dp Dy’
. A): _— = - v 0 - —_— 32
Vo TR S TR 5T 32
where the dissipative expansion
vy, . Nﬂ Yy, —
Uy = (= )4 Dy )9 ) (33)
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represents the effect of entropy production and x,=ky — (v, )*T/(n C,) is the isentropic compress-
ibility.

The primitive variables are p, 7', X; (or Y;), and ug. The quantitics p, oy, Gy, oy, kg, v, and
are calculated from the state equation. At any time step, the solution is found by iterating in two
sequential pairs. The first pair is u, ancl p’; the second pair is 7" and Y,. Spherical symmetry is
assumed and the » coordinate is given by a time dependent, grid. The thermodynamic variables are
calculated at grid cell centers, whereas the velocity and fluxes are calculated at grid cell boundaries.
The grid motion is determined by fixing one boundary at the moving interface, R,(t), and by
choosing the outermost boundary, Rj;(t), to follow the fluid motion (Lagrangian far field boundary);
dRg/dt = u, (r = Rg;). Due to expected sharp gradients, the grid spacing is smallest near the
interface.

An iterate of the flow dynamics (ur,p' ) pair is done in two steps. First, Ec. 3.2 is used to
produce a predicted velocity when p’ is neglected and the small viscous dissipation is estimated by
the prior iterate; the interface velocity jump is applied. Second, Egs. 2.2 and 3.2 arc used to correct
the velocity and find p' through the usc of a potential function.

The second pair of variables, (7', Y,) is obtained by iteratively solving Egs. 2.10 and 2.11 as a
pair of coupled convection-diffusion equations. Upwind differencing of the! convection terms is used
in regions of large gradients; relative tothe local grid motion, the effective convection velocity is
u, —drg/dt. The difference equations for the time! dependent. vectors of cell center values of 7' and
Y areinthe form of coupled matrix equations. The matrix elements related to cells at the interface
are modified to satisfy the conditions at the interface. Atthe chop center, the gradients are null;
at the far field boundary, the values of the variables are known. During any particular time step,
an iterate is accomplished by a two stage process. first, there is a partia explicit time step which is
followed by an implicit time step. The implicit, time step requires a matrix iteration based on the
Thomas agorithm for inverting tridiagonal matrices [31].

Because the time constant, associated with kq. 2,16 is very small, the equations are very stiff.
Therefore, during a time step iterate, a separate iteration is required to calculate the interface
conditions. These conditions are then used in the radial velocity calculationsand in the formation
of the(7',Y1) vector pair matrices.

4. Results

In order to better understand the trends predicted by this model, we first analyze a baseline calcu-
lation and then present a parametric study.

4.1. Baseline behavior

The initial conditions for the calculation arc: R)=50x 104 c¢m, Hsi = 0.1 cm, 13, == 100 K (the
fluid drop temperature is assumed initially uniform), 72= 1000 K, p = 20 MPa. The fluid drop is
composed of pure L O.(7. = 154.6 K, p.= 5.043 MPa), while the surrounding is hydrogen (7, == 33.2
K, p.= 1.313 MPa); in order to avoid an initial discontinuity that violates jump conditions, a small
amount of oxygen exists initially in the drop surroundings,its distribution vanishing with increasing
7. Since these initial conditions are in thesupercritical LO, regime, evaporation does not occur and
tile traditional concept of drop lifetime is meaningless. Therefore, the results are presented interms
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of variation of the dependent variables over the entire spatial domain without reference to any
interface.

Figure 3 illustrates the spatial variation of 7', p and Y1( = 1 refers to LO,) as a function of
time. Comparisons between the variation of these quantities shows that the density gradient is
the steepest, however it does not remain steep during the entire time necessary for chop heating.
It is this density gradient that is captured in optical measurements such as Gokalp’s [19]; since
the gradient eventually relaxes, the optical measurement yields increasingly uncertainresults ast
increases. The density gradient does not correspond to the Y, gradient indicating that it is not the
evolution of the pure LO, fluid drop that is followed in the measurements, butthat of an entity into
which hydrogen has diffused. The pure LO; fluid drop shrinks very fast and eventually disappears
as shown in Fig. 3 by Y,(r = O) < 1. It is important, to redize that not only do gradients of Y,and
T occur at different locations, but also that early-time gradients of 7' arc steeper than gradients
of Y,whereas at later time the opposite is true. In fact, relaxation of the?’ and p profiles occurs
much faster than that of Y,as seen in the very long time behavior illustrated in Fig. 4. This is
because Dy is considerably larger than D, as shown by their ratio, the traditional Le plotted in
Fig. 5. However, while under subcritical conditions Le is the ratio of heat to mass fluxes, under
supercritical conditions Le is a misleading measure of the flux ratio [23]. On Fig. 5, an effective
Lewis number, Le.ss, based upon a boundary layer, quasi-steady estimate of the therma and mass
diffusion length scales [23] is illustrated as well. Comparison of Le versus Leqss shows that the
effective Lewis number is about a factor of 40 larger thanthe traditional Le. The traditional Le
is calculated under the assumption that the molar flux is proportional to mass fraction gradients
and the heat flux is proportional to temperature gradients, an assumption that is not satisfied in
the present situation. Comparisons between our results ancl those of Yang et a. [10] for Le shows
that we predict similar Le variations, although our values are larger for a given pressure, as will be
discussed in the parametric variations Mow.

Properties related to heat transfer are depictedin Fig.6:C), is larger in the fluid drop whereas
A is larger in the drop surroundings. This means that it is more difficult to heat the drop than the
drop surroundings (C), is larger in the chop), and that heat is more difficult to transmit inside the
drop than in its surroundings (A is larger in the drop surroundings than in the chop). Our plots
for A show a wider scale variation than those of Yang et a. [10] for same RY and 7% but larger p
at similar times. As will be scen below, the scales become smaler (i. e gradients become larger)
with increasing pressure ancl thus our results quantitatively disagree with the simall scales shown
by Yang et al. [10] at approximately 12.5 MPa (a pressure smaller than that of 20 MPa asinour
calculations). It is speculated that the discrepancy comes from our inclusion of additional terms
[23] in the model and calculations.

Y] versus T is displayed in Fig. 7 as afunction of time in order to parallel previous plots
by other authors [17] for very similar supercritical conditions;the only difterences are their initial
radius of 100 x 104 cm ancl p = 8 MPa. Our results show none of the discontinuities displayed
by the results of Haldenwang et al. [17] which appeared as a consequence of their equilibrium
assumption. The plots in Fig. 7 resemble in shape those of Dclplanque ancl Sirignano [14] obtained
also at supercritical conditions (p= 10.086 M Pa, 7., = 1500 K) for a burning droplet of identical
initial size, although their plots are restricted to a droplet interior whose definition is not given (the
criterion for the interface location under supercritical conditions is missing). Thesmall deviation
of among all curves on Fig. 7 for such a wide time interval suggests aimost a similarity solution;
this is an unexpected result given the complexity of the equations. p versus7'is plottedin Fig. 8
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as a function of ¢; away from the initia condition all the plots fall on the same line pointing again
to a similarity solution. These plots are for a larger temperatures than those of Yang et a. [10]
but for a similar pressure regime. Comparisons with those plots arcnot possible since those results
were obtained from phase equilibrium calculations for a liquid mixture of LO, and H,.

To evaluate the assumption of constant pD, made by other authors [14], we show in Fig. 9
spatial plots of this quantity at different, times. The plots show that the initially uniform profiles in
each side of the interface evolve strong nonuniformities with time; thus the assumption of constant.
pD,, should be discarded from all supercritical regime studies.

4.2. Parametric study

The variation of the above results with initial fluid-drop size, surrounding pressure and surrounding
temperature is important, for coaxial atomizer design. To explore theimpact of these variations,
the results of the parametric study are discussed below.

4.2.1. Influence of initial fluid-drop size

To examine the impact of the initia size, calculations were performed with drops of initial radius
25 %1074 ¢m and 300 x 104 cm and compared to those of the baseline case; plots of the results at
5 x 10--3 s appear in Fig. 10. The main result of increasing the drop size is to delay drop heating,
produce a more uniform LO, distribution at this time, and maintain the strong density gradient,
for longer times. Since optical measurements of the interface location correspond to the density
gradient, it is expected that experimental information on the interface motion will be more accurate
for larger drops.

4.2.2. Influence of surrounding pressure

in Figs. 11 and 12 we display results for fixed initial drop size and surrounding temperature as
a function of surrounding pressure at 2 x 10°s. The almost, constant, A but much larger C,
with increasing p on the LO, side of the interface (not shown) result in smaller 7" onthe LO,
side of the interface; the opposite occurs on the H,side of the interface. Thus, T gradients are
greater with increasing p. Increasing thesurrounding p decreases both Dy, and Dy (not shown);
however, there is relatively a larger reduction on the H; side of the interface. The decrease in Dy,
explains the smaller Y1 on the H2side of the interface and tile steeper gradients with increasing p.
Examination of the p profiles shows the considerably larger gradients with increasing p; it isthus
inferred that experiments quantifying the interface motion will be more accurate when performed
at large pressures. Figure 12 illustrates the spatial variation of pD),, at different p and confirms that
the assumption of constant pl),, deteriorates with increasing p. This is an expected result since the
classical evaluation of D, as a function of 7' that is the basis of this asswinption is strictly valid
only in the limit of the low p (gas) regime.

Examination of the variation of Le with increasing p [23] shows that as p increases, l.eremains
< 1 on the LO, side of the interface, and decreases with increasing p, whereas Le remains > 1
o the H,side of the interface and increases with increasing p [23]. This spatial variation with
increasing p shows that indeed the gradients become steeper with increasing p. The Lewis munber
seeis insensitive to the pressure in the far field.
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The general variation of the dependent variables with increasing p indicates that since the
gradicnts become larger due to a reduct ion in scales, high pressure combustion in pra(’tics] devices
will have to rely on strong turbulence to enhance mixing and heat transfer.

4.2.3. Influence of surrounding temperature

Figure 13 contains plots illustrating results at 2 x 10°s from calculations at 72 = 1000 K and 500
K for p = 20,40 and 80 MPa. Spatial plots of the transport properties (not illustrated) show that
D,., Dy and X all increase with increasing 1% however, Le decreases with increasing 77 on the Ha
side immediately adjacent to the interface before the asymptotic increasing trend reappears [23].
On the LO, side of the interface, Le remains < 1 and increases with increasing 7%, however, the
difference becomes smaller with increasing p [23]; on the 2 side of the interface Le remains > 1
[23]. This means that scales become smaller with decreasing 77, an effect immediately apparent
upon examination of the p profiles. The larger gradients at smaller 72 imply that experiments with
drops at lower 7% will yield data carrying less uncertainty about. the interface motion since it would
be more easily detectable.

As expected from the variation of D,,, diffusion of LO,is enhanced at larger temperatures but
the difference decreases with increasing pressure, a result easily observable in Fig. 13. The T plots
depicted in Fig. 13 show the same trends regarding therelative gradients magnitude as those found
inthe plots of p and Y,. The larger T on the LO, side of the interface with decreasing pressure at.
the larger 7% and the smaller T with decreasing pressure at. the smaller 72 are the effect of the
larger reduction of LO, at those locations at the larger 7;in fact. the variation at. smaller 72 is a

snapshot of the early behavior of the drop at larger 79.

5. Conclusions

A model of an isolated fluid drop in quiescent,, finite spatial surroundings has been derived using
the formalisin of fluctuation theory. The model presented here is derived from first principles and
imcorporates all physical aspects of high pressure behavior including Soret and Dufour effects, high
pressure mixture-thermodynamics ancl mixture transport properties over a wide range of pressures
and temperatures.

Results obtained for the LO, — H,system show that the supercritical behavior is that of a slow
diffusion process. The spatia temperature profile is the first to relax, followed by the density profile;
the mass fractions remain nonuniform long after relaxation of both temperature and dersity. Given
the long characteristic time associated with diffusion, it is not surprising that strong turbulence is
needed to mix LO, and H,in liquid rocket motors. The results are insensitive to the variation
of the thermal diffusion factor (within the range 0.0-0.05 and up to 80 MPa)when this factor is
assumed constant with time and uniform [23]. This is remarkable considering that the thermal
diffusion factor is the only free parameter in the present calculations. Also unexpected is the self-
similar behavior of the LO, mass fraction versus the temperature obtained by eliminating the radial
variation between the two dependent variables.

An important, although not unexpected finding is that the uniformity assumption for the product
of the density by the mass diffusivity is not justified. Additionally, consistent with the different,
relaxation times of the temperature and mass fractions, the traditional Lewis number isshown to
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be much smaller than an effective Lewis number estimated from a quasi-steady, boundary layer
theory presented elsewhere [23].

Parametric studics performed by varying the initial fluid-drop size, the surrounding pressure
and the surrounding temperature show that gradients become larger with increasing pressure and
smaller temperatures. The practical consequence of this finding is that increasing turbulence is
necessary to mix the reactants at larger pressures.

The above results could not be experimentally validated due to lack of observation of free fluid
drops in supercritical, quiescent surroundings. Our results show that optical experimental data
must be interpreted with caution since the detected density gradients are maintained only for
limited times. In that respect, the most accurate data is expected for large drops in high pressure
and low temperature surroundings because the density gradients survive longer with increasing
fluid-drop size and pressure, and with decreasing temperature.
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NOMENCLATURE

d fluid drop surface area
molar heat capacity at constant pressurce
characteristic molecular interaction length
diffusion coefficients
ems emission flux

Gibbs free energy

molar enthalpy
hy Planck’s constant,

SRO

S 0

J molar flux

k set of tabulated constants for two species
! molecular separation length

¥ characteristic molecular length scale

L transport matrix

L;;  elements of the transport matrix L
Le Lewis number

m molar mass

T reduced molar mass

M fluid drop mass

Ma Mach number

n number of moles per unit volume
N number of species
N4 Avogadro’s number

P pressure

q heat flux

Q collision cross section
? radial coordinate

Ry drop radius
I, universal gas constant,

t time
1 temperature
u  velocity

uy  mean, normal velocity of a molecule dueto thermal fluctuations
v molar volume

x  generic coordinate

X mole fraction

Y  mass fraction

Z  compressibility factor

GREEK
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Qq accomodation coefficients
ap  mass diffusion factors

ap  thermal difftision factor
o,  thermal expansion ratio
16} I/( RUT)

¥ activity coefficient

AG free energy of activation in Eyring’s theory
Ah latent heat

n viscosity

K isentropic compressibility
Ky isothermal compressibility
A thermal conductivity

I’ chemical potential

v,  dissipative expansion

P density
o surface tension
T stress tensor

$, viscous dissipation
© gas fugacity coefficient

SUBSCRIPTS
«.3  coordinate notation
b drop interface, at r = fy
c critical point property
d drop

eff  effect ive
equil thermodynamic equilibrium
evap evaporation

g grid

1,7 species

m 1mass

mixz  mixture

nb normal boiling point

| radial component

sat saturation

st at the edge of the sphere of influence
1 thermal

o0 far field

SUPERSCRIPTS

19



gas
fluid
%]
liq

"

gas
on the initial hydrogen side
fluid

species

liquid

on the initial oxygen side
initial value

pure substance
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FIGURE CAPTIONS

Fig. 1 Fitted values of the oxygen thermal conductivity and comparison with experimental data.
Fig. 2 Calculation of the mass diffusion coefficient for an equimolar mixture of hydrogen and oxygen
Fig. 3 Spatial variation of the temperature, oxygen mass fraction and density at various times
for RS = 50 x 10*cm, Rsi = 0.1 cm, Ty, = 100 K ,T% = 1000 K,
and p = 20 MPa. The curves correspond to the following times: 0.0 s (- -),
75 X10-3 s (- - -), 1.25 X10-2 s (- — “-), L5 X10-2's (“ “ “ “), 1.75 X10-2 s (- “-"),
2414 x10-2 S ( — --—).
Fig. 4 Long time behavior of the oxygen mass fraction for the initial conditions in the
Fig.3 caption. The curves correspond to the following times: 0.0 s (---- ),
5x10°S (- - -), I.x 10-] 8 (- —=-—),1.5x107 s (---+), 1.763 x10--1 s ( — = ).
Fig. 5 Spatial variation of the traditional and an effective Lewis number at diftferent times. The
initial conditions are those of Fig. 3 caption.
Fig. 6 Spatial variation of C,and A for the initial conditions in Fig. 3 caption. Curves are labeled
as in Fig.3 caption.
Fig. 7 Temporal variation of theoxygen mass fraction versusthe temperature for theinitial
conditions in Fig.3 caption. The cuves are labeled as in Fig. 3 caption.
Fig. 8 Temporal variation of the density versusthe temperature for the initial conditions in
Fig.3 caption The cuves arc labeled as in Fig. 3 caption.
Fig. 9 Spatial variation of pD),, for theinital condition in Fig.3 caption. The cuves are labeled
as in Fig.3 caption.
Fig. 10 Spatial variation of the temperature, oxygen mass fraction and density at 25 MPa.Plots
are at 5 x 10°s for initia fluid drop radii 25x 10"cm (— . — -—),
50X 10-"‘cm (- ) and 300x10*cm(-.--).
Fig. 11 Spatial variation of thetemperature, oxygen mass fraction and density at 2x 102 s
for several pressures: 10 MPa (- - -), 20 MPa (- . —-=), 25 MPa (- . ."),
40MPa (- - ), 80 MPa ( - .-—). Other initial conditions are:
RY= 50 x 10" cm, Ry;= 0.1 cm, T3, = 100 K , 7% = 1000 K.
Fig. 12 Spatial variation of pD),, for theinital condition in Fig. 11 caption. The cuves are labeled
as in Fig. 11 caption.
Fig. 13 Spatial variation of thetemperature, oxygen mass fraction and density at 7% = 1000 K
), (- -)and (— - -—);ancl at7%= 500 K (---4), (- ) ancl ( -. .--).
"he other initial cond|t|ons are: R9.= 50 X 10" cn,
Rsi= 0.1 cm, ancl 77, = 100 K. Results are at 2X 10°s and for several pressures:
20 MPa (- ) and( - +); 40 MPa(- - -) ancl (- --); and 80 MPa (- .- -—)and ( -. -—).
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Thermal Conductivity of Oxygen
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